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Introduction


Politics is the main obstacle to the development and application of a science of science policy (SOSP). Scientists and engineers need patrons. Government is the richest of all patrons but also the most difficult with which to deal. Several authors in this volume grieve the fact that those who want to plan research and development investments can control neither the level of government allocations nor their purpose. We argue that this is because governments support the advancement of science and technology (S&T) mostly through their support of specific missions such as defense or health, and it is the politics of these missions, and the many contextual goals of government, that determines the rate and direction of its research and development investments [1]. Governments can also affect the supply and demand conditions for science and technology outside of the budgetary process via regulatory regimes, anti-trust, taxes, standards, and so on. These politically imposed limits do not necessarily hinder rapid advances in knowledge or useful societal application or major innovation, but they do impede the quest for a science of science policy and the rational management of science and technology.

This chapter will describe the politics of government patronage of research and development activities, focusing on the main missions and searching for the guiding principles. It will also explain how political scientists theorize public support for, and opposition to, science and technology outside of fiscal policy. The changing role of government in the face of globalization is part of this discussion. It begins, however, with a discussion of innovation and the politics that underlies the process of bringing significant change to society. In modern society, and most especially contemporary America, all claim to be promoters of innovation, seeing it as progress and primarily beneficial. But innovation always has costs and opponents among those who are to bear them. The success of the opponents relates very little to the outcome of a disinterested cost-benefit analysis of any given innovation, something that advocates of a science of science policy might favor, and much more to their ability to punch back politically. The opponents are not properly labeled the delayers of progress but, rather, the defenders of legitimate rights and interests. And contrary to popular perception, globalization is not decreasing these political dynamics but changing them, along with the role of government in S&T policy.

Finally, we should recognize that cross-national comparisons are useful, but only to a limited extent [2]. In the United States, the main governmental missions that science and technology serve are national security, health, economic prosperity, and safety and environmental regulation. Most other nations concentrate their S&T investments on economic development goals to the extent that they support research domestically, while free riding on the need for larger nations to tend to a broader array of public concerns. In fact no nation approaches anywhere near the investments the United States makes on either defense or health care research. We are truly the guardians of the global commons, invited or not [3].

The Politics Of Innovation

Although specific definitions of “innovation” vary across scholars 
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[4-9]
, most political scientists argue that innovation is not just creating something new, not just discovery or invention. Innovation requires at least the implementation of an idea, the placement into practice of something new. Following James Q. Wilson, however, we see innovation as involving more than implementing simple change [10]. Innovation is change that has significant impact on an organization’s main tasks and personnel incentives. It changes the organization, what it does, and who leads it.

Take aircraft for an example. The U.S. Air Force believes in the centralized management of air power and is dominated at its highest levels by pilots, usually fighter or bomber pilots. A faster aircraft, one that has a longer range, or one that has a larger payload, generally, is not innovative because, such a craft, although an improvement, would likely do little to change significantly the doctrine of the air force. The switch to unmanned aircraft, however, would likely alter dramatically the air force’s doctrine and hierarchy, even if it did not itself lead the innovation. The air force is already feeling the pressure of the U.S. Army’s interest in unmanned craft for battlefield surveillance and its use of enlisted soldiers as unmanned system controllers. If the army independently can see and target enemy forces far beyond the next hill, then the air force’s combat role is threatened.

It is this aspect of innovation—change that threatens some groups and favors others—that is often ignored in discussions of the development of a science of science policy. Such threats are at the core of Joseph Schumpeter’s insights into innovation. He called innovation “creative destruction,” the killing off of the old by the new [11]. The destruction element is crucial for Schumpeter as it clears the path for the new. Airlines killed off intercity passenger railroads and cross ocean liners in the process of improving commercial and recreational travel. The premium people were willing to pay for faster travel gradually ate away alternative transport as airliner safety and comfort improved. Schumpeter’s insight explains the opposition to innovation. The losers see their fate. Innovation may benefit society, but it has its victims, and these victims fight back.

Government is never the neutral observer in these upheavals but, rather, is pursued by both sides in the hope of gaining policy advantages in their mortal conflict 
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. These politics are often neglected by SOSP and innovation researchers, who tend to assume widespread support for progress in science and technology and then ask which types of policies will achieve the best results. Yet political resistance to technological change can obstruct or warp otherwise “good” S&T policy [17, 18]. Recent examples in the United States include resistance to nuclear power [19, 20], stem cell research [21], alternative energy [22, 23], HIV-safe blood products [24, 25], and even new weapons systems [26]. In each of these cases, the losing interest groups created by scientific or technological change were able to convince politicians to block, slow, or alter government support for scientific and technological progress. Therefore, in order to create a science of science policy, we also need to have an understanding of how domestic politics can affect the design, passage, and implementation of science and technology policy.

Science and technology change the power relations within a society by a variety of mechanisms, any of which can trigger political action to obstruct them. For example, sociologists and historians have focused on how new technologies can be designed to empower or disadvantage one social group over others [27],
 or how science and technology can change the nature of human activity (in work, communications, war, etc.) and thereby fundamentally alter the roles or identities of the people performing these activities, and hence their social, economic, or political standing [28].

Perhaps the most potent form of redistribution caused by S&T is economic. Technological innovation is economically distributive in that it allows people to perform entirely new activities or to perform established activities with increased efficiency. It therefore gives its adopters a competitive advantage by increasing their productivity or through factor accumulation. Perhaps more subtly, but equally important, new technology can also completely change the factor inputs to, and resource requirements for, various economic activities. In doing so, technological change can fundamentally alter the supply and demand conditions for these inputs and resources, increasing the value of some relative to others.

For example, the advent of steam-powered railroads changed the relative values of land, coal, lumber, and various metals and drastically increased the demand for engineering skills. The subsequent appearance of the internal combustion engine increased the value of oil relative to coal, while the rise of modern fuel-cell technologies may in the future decrease the value of both commodities as well as put a premium on hydrogen production and storage [29]. More famously, in the now stock cliché, the advent of the automobile destroyed the demand for products and services associated with the horse‑and‑buggy industries [30]. Further examples of the distributive nature of technological change can be cited ad nauseam; the point is that technological innovation creates winners and losers,
 especially in the long run.

Exactly who are these “losers”? Depending on the form it takes and the economic and political environment in which it appears, technological change can threaten labor, corporations, consumers, governments, and so on. Losers can be skilled labor defending their jobs; owners of natural resources who seek to prevent their destruction or degradation; producers of competing technologies who seek to retain market share and profitability; consumers with large sunk costs in existing technologies; and even investors in stocks, bonds, or physical capital who seek to maximize their return on investment. But regardless of their individual characteristics, they are often holders of assets (skills, capital, land, resources, etc.) whose value will be hurt due to the effects of technological change on supply and demand conditions.

Moreover, these losers may seek to resist threatening scientific research or technological change by influencing or capturing government policy in order to slow or obstruct such change. Resisters can organize and use their financial or electoral clout to influence government to slow technological change via a range of mechanisms: taxes, tariffs, anti-trust litigation, licensing, standards setting and regulations, manipulation of guidelines for research, and so on.

Take, for example, the advent of modern shipping containers, which are a mixture of advanced transportation technologies and computer software. According to Marc Levinson’s recent analysis, containerization drastically changed the demand for, and therefore the relative prices and incomes of, expensive inputs, especially dock labor [31]. Before containerization, the relatively short time that a ship spent at dock might account for three-quarters of its voyage costs [31]. During the 1960s, dockworkers understood this well, realizing that containers threatened demand for their labor, and organized against them. In some ports, labor opposition prevented containerization for years. Furthermore, not only were dock unions powerful but the major ports they dominated were a vital source of jobs and business for local economies and hence political support for state‑ and city‑level politicians. Containerization at new or union-weak port facilities would eventually create competition, drawing work away from heavily unionized ports such as New York City and forcing compromises between container shippers and labor unions. However, labor resistance led to years of strikes and negotiations, eventually involving the Kennedy and Johnson administrations as well as Congress. This discouraged many shippers and ports from experimenting with containers, and bankrupting a few that did.

But labor was not alone. Fearing competition, the railroad corporations also fought containers into the 1970s, both legally, through regulatory bodies and legislative action, and illegally, through service disruptions and slowdowns for any customer using containers. Some railroads feared that containerization represented a redistribution of shipping to a technological mode in which they could not profitably compete. Other railroad interests resisted walking away from recent major investments into infrastructure for handling trucks and trailers, or expending yet more investment on container-friendly cranes and storage facilities. The costs of switching technology were just too high.

Hence the speed of innovation and diffusion of container shipping depended, in part, on political considerations. Around the world, those national and local governments able to compensate or coerce the losers saw their ports (e.g., Singapore, Shanghai, Los Angeles, Newark, Tilbury) and transportation firms (e.g., Sea-Land, Evergreen, Maersk) become leaders in modern container-based shipping, while governments unable to resolve political resistance to containers saw their ports shrink (e.g., London, Liverpool, New York) and corporations fall (e.g., Grace).

Which “losers” will act to resist new technology, and what determines the scope of resistance? Resistance is not simply a matter of labor groups or technophobes fighting progress but can also be a strategy pursued by corporations, scientists, or even the very interest groups an innovation is supposed to help [32].
 One theory of resistance is based on asset specificity [33]. Those economic assets for which the costs of switching technologies (from established to new) are relatively high are said to be “specific” to a particular technology. Those assets for which the costs of switching technologies are relatively low are defined as “mobile.” Factor specificity matters because if all economic actors were perfectly mobile between existing and new technologies then there would be no distributive effects: everyone would simply switch to the new technology when its return on investment (ROI) exceeded that of the existing technology.
 However, all actors are not equally mobile. For example, the skills of a nuclear engineer are more specific to the technology of nuclear power than, say, an Entergy Corporation
 bond held by an investor. Hence, that investor might support new clean fuel innovation (such as windmills, tidal generators, solar power), since he can easily sell his bond and reinvest in the new technologies in order to receive the higher ROIs they promise. However, the engineer should be more likely to resist these new technologies, and to favor politicians and policies that support nuclear power, since her skills are tied to the fate of that technology. Thus the more mobile one’s assets are relative to a particular existing technology, the less resistant and more supportive one will be to scientific and technological changes that threaten it. Conversely, the more specific one’s assets are to an existing technology or scientific research program, the more resistant and less supportive one will be to changes that threaten it.

Culture, ideology, and religion also interact with economic interests to foment opposition to scientific research and technological change (e.g., computerized medical records, stem cells, genetically modified foods). As John Gero shows in Chapter 6, innovation threatens change in the value systems of both producers and adopters. For our purposes, this means that if the economic disruptions caused by technological change are linked to existing tensions between domestic identity groups (ethnic, religious, regional, etc.), then resistance to new technology can take on additional fervor due to the prior conflicts. For example, historically the economic “losers” created by innovations in birth control technologies over the past two centuries have generally consisted of physicians who sought to prevent nonprofessional medical providers from entering their markets. While the physicians could possibly have obstructed these innovations alone, their political resistance was considerably strengthened by alliances with religious and other groups that felt culturally threatened by contraception [34]. Likewise, current political debates about contraceptive technologies, and the medical research to develop them, are built upon religious, racial, and generational divides and their conflicting value systems.

The politics of distribution alone does not determine national innovation rates. Such logic would suggest that national innovation rates are simply a result of cost-benefit calculation: the more “losers” created by technological change, and the deeper the losses, the more political resistance should occur, and the slower innovation rates should be. But this is not always the case. There are many instances of minor technological change that have been thwarted by a handful of “losers” and many instances of major technological revolutions that proceeded despite massive economic, political, and even cultural displacements. Therefore, political scientists have begun to incorporate security concerns into their theories of science and technology, especially when explaining S&T competitiveness in other nations. Specifically, only when policymakers need to simultaneously address external security threats and domestic political pressures, but lack easily accessible resources with which to do so, will they be forced to promote S&T policies as a means to grow the national economy out of trouble [35]. Likewise, inward-oriented leaders who resist integration into the global economy tend to put national S&T development on a heavily military, especially nuclear, trajectory. In contrast, more internationalist leaders stake their political survival on economic growth and will orient national S&T policies toward the civilian economy [36].

Finally, although much of this section has focused on the resistance to technological change, scholarship on interest groups using politics to interfere in the “science” side of S&T is equally substantial, stretching back at least forty years, but it is often ignored in SOSP‑style research. Science is regularly created and customized to fit the goals of particular industries or interest groups, with scientific studies designed to confirm preselected outcomes. These studies are then presented to regulatory bodies, courts, and legislators as evidence in support of favorable actions. Meanwhile, unfavorable science is often buried, diluted, or modified, sometimes by the very government agencies tasked with producing it. The credibility of unpopular research, or even of the scientists who produce it, is frequently attacked for purely political reasons. This occurs not merely in media statements but through legislative hearings and threats of costly, time‑consuming lawsuits. One well-known tactic is for politicians to pack federal science advisory panels with experts loyal to particular economic interests or specific political ideologies. Examples of the aforementioned can be found across the scientific spectrum, in the cases of tobacco, asbestos, silicon breast implants, climate change, stem cell research, alar, genetically modified organisms, and myriad medicines and environmental contaminants 
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Getting Beyond Opposition

:Innovation does occur. Opposition can be overcome, but the process isn’t always a pretty one. Politics often involves what science must abhor, although scientists may not—the manipulation of the truth. Consider how big projects may start. Albert Hirschman reviewed a large set of overseas economic development projects, most of which failed to achieve their goals. He wondered how they were approved in the first place and discovered a persistent pattern of proponents exaggerating the likely benefits and underestimating the likely costs [46]. Hirschman later compared economic assistance projects with research and development projects and observed the same pattern [46]. The way to needed resources is by overpromising. This is clearly the case in major aerospace programs such as strategic bombers [47], the Shuttle [48], and ballistic missiles [49].

The break on exaggeration is the development of knowledgeable staffs. Successful organizations, ones noted for their innovations, rarely stay innovative. As Clayton Christensen reports in his study of computer electronics, The Innovator’s Dilemma, innovators hire staffs that then block future innovation because they worry over its costs and effects on current business [50]. The better the staffs, the more likely the exaggerations will be caught. In government, project overruns and schedule slippage, the constant companion of risk taking, are followed by demands for the insertion of independent evaluators, cost estimators, and testers into the government’s decision‑making process so that these errors will not be repeated.

James Q. Wilson captures well what we might call the “Science Policy Planner’s Dilemma” in his analysis of organizational innovation. You can, he argues, increase the capacity of an organization to generate innovative ideas by increasing the diversity of organization as measured in terms of the variety of different professions it employs. Different specialists have different perspectives on the organization’s tasks and needs. Wilson next argues that the more diverse the organization is, the more likely proposals for innovation will be presented. Fearing disadvantage, subunits seeing others offer ideas for change will offer their own proposals for change. But diversity has the opposite effect on the ability of the organization to implement innovation. Diversity in terms of tasks and incentives increases organizational decentralization and makes decision making very slow and difficult. Wilson studied city administrations. The nondiverse Chicago machine encouraged few proposals but could make binding decisions as the powerful mayor controlled all relevant agencies and boards. In New York City the mayor is relatively weak, but the many independent agencies and departments had many suggestions about how to improve government while advantaging their own programs. Decentralization, the complement of organization task and incentive diversity, promotes the presentation of innovative ideas but frustrates the adoption of innovation. Centralization does the opposite [10].

Science policy often increases creativity through its advocacy of research funding and the establishment of interdisciplinary centers but usually offers little encouragement to the centralization that aids implementation. Research agencies, most attached to mission‑focused departments, proliferated in the United States after the Second World War, as science gained in public stature because of the wartime contributions of scientists, especially those associated with the Manhattan Project [51]. The support for science, though, was made vulnerable to the demands for greater mission accomplishments.

Comparing the experience of government research agencies, Sanford L. Weiner saw the potential for an innovation advantage, however, in the mission link. The agencies that did best in terms of both gaining resources for their grantees and producing science had what he described as “constrained autonomy [52].” They were under pressure from their departments for mission‑relevant results but had sufficient autonomy to develop ideas to the point at which their value was obvious. Autonomy bought time but did not remove the pressure for results, the fear that unless they produced there would be reorganization or termination. The less protected had no time to produce, and the most protected succumbed to the somnolent dangers of tenure.

Still, there is a difference between producing interesting ideas and generating significant innovations. The research agencies that had constrained autonomy may be the most productive, but innovation requires paying an organizational price, the destruction of part of the organization to allow replacement by the new. A clear way of seeing the politics involved is to examine the three main theories of military innovation.

One theory argues that because innovation is so painful, it has to be imposed from outside. The leadership of military organizations is drawn from the dominant communities within the service and is committed to particular doctrines—ways of employing forces built around those communities, often called platform communities because of their link to a special type of aircraft, ship, or weapon system. Their resistance to change in doctrine that would undermine the dominance of their platform community is well known if not entirely accurate, for example, the battleship admirals’ supposed resistance to carrier strike aviation. Civilian officials are usually uncomfortable in interfering with military priorities, but faced with waging war with what they perceive to be a faulty doctrine, they will intervene to select a better one. The specific example that Barry Posen offers is the British government’s decision on the eve of the Second World War to force the Royal Air Force to build an air defense system rather than pursue its preferred strategic bombing doctrine [4].

A second, contrasting view comes from Stephen P. Rosen, who argues that military innovation is a long, generational process in which junior officers see the need for innovation but require patrons to survive until they reach the senior ranks of their service to bring about true doctrinal change. Civilian intervention is largely useless. The pace of change is slow as organizational opportunities and allies are won and lost in a struggle to define the service’s future. He finds supporting examples in the years between the First World War and Second World War, when carrier aviation and amphibious warfare were developed [8].

A third theoretical perspective on military innovation is offered by Owen Cote Jr., and one of us [53-55]. It argues that interservice rivalry is the driver of military innovation in the United States. The services in this view are indeed dominated by particular platform communities, but they also worry about their relative position in warfare. If a new technology appears or a major strategic threat develops, then the services will compete to gain advantage in the nation’s defense. This perspective is a synthetic one, because it depends in part on a willingness of civilians to encourage the competition, which can be intense, and offers service leaders a powerful incentive to accelerate the advancement of new concepts internally. Dire circumstances, such as an approaching war, certainly can force civilian leaders to accept the degree of governmental disarray that interservice competition involves and service leaders to do the same within their organizations. The cold war offers examples of the power of interservice competition in the development of ballistic missiles and strategic defenses. Despite recent attempts to limit service competition via structural changes within the Department of Defense favoring joint activities both in the field and in acquisitions, the development of unmanned aerial systems seems to have benefited from the quest of individual services to control their own combat operations in Iraq and Afghanistan.

What is evolutionary at best, the acceptance by an organization of new ideas and an accompanying realignment of power within the organization, can get accelerated only with upheaval. Outsiders must intervene in the most important parts of the organization, its doctrine and power relationships, —or organizations must be pitted against one another in a struggle for budget and prominence. The ballistic missile innovation essentially killed off the air force’s bomber force and brought submarine officers, accounting for less than 10 percent of naval officers, to the top rungs of the navy. Planning usually gets pushed aside by the politics. Once again, the desirability of change is not viewed equally by all those involved, and some will fight to protect their interests.

Government Patronage of R&D

A fundamental need of planners is to set priorities, to choose some goals consistently over others in allocating scarce resources. As William B. Bonvillian and David Goldston detail in Chapters 15 and 16, respectively, politics is the process of setting priorities in the allocation of public resources and rarely involves a deep concern about consistency or scarcity. Science policy planners presumably would want to consider the resources available across government in developing their research investment plans to gain the greatest societal benefits. Sector politics has Balkanized research allocations, ignored assertions of societal priorities, and has no patience with the prescriptions of planners and yet likely offers science more resources and thus better opportunities for major advances than planners’ fondest hopes.

The search for patrons leads to promises about the practical value of the work to be done. Public patrons, like private ones, can be convinced of the need to advance basic knowledge and of the prestige that goes with supporting the best in their fields, but mostly there is a desire to solve immediate problems or aid in the development of the local economy. Thus the first federal research grant was to help in the regulation of steam engines, which had a habit of exploding, and the earliest federal effort to aid higher education, the Land Grant Act, produced a lot of colleges and universities with technology, agriculture, mining, and industry in their names [56, 57].

Given dramatic examples of technology‑based prosperity, such as Silicon Valley, the Research Triangle, and Route 128, modern governments are easily convinced of the economic rewards of increased research investments. But the task of selecting which locations and  industries to support is one that strains governments. The pressure to assist declining regions or fading industries often overwhelms the intent to be strategic with research investments. The investments then become less of a stimulus to economic growth and more of a subsidy seeking to stabilize or preserve the places and firms slated for a Schumpeterian demise.

Defense has been an even greater source of support for research investments than economic development. Much of the interest has been a steady increase in the application of science and technology to warfare that has gradually changed the nature of warfare from a professional enterprise to an industrial undertaking to its current high‑technology version.
 Major punctuations in this chain are the U.S. Civil War reinforced by the First World War, which demonstrated the advantages of mass armies and industrialization, the Second World War, which included on the Allied side at least a full mobilization of science for warfare, and the cold war, which centered on an arms race involving jet aircraft, nuclear weapons, ballistic missiles, and nuclear‑powered submarines and saw in the United States the development of systems engineering capabilities in both defense contracting firms and specialized not-for-profit organizations dedicated to serve public needs [58].

The latter organizations, which include the major national laboratories of the Department of Energy and the Federally Funded Research and Development Centers (FFRDCs), for example, Lincoln Laboratory, MITRE Corporation, and Aerospace Corporation, supported by the Department of Defense, have played a crucial role in the cold war by providing the government with a source of independent advice and technical assistance in managing the development of vital strategic systems. The federal government’s own defense research facilities grew during the cold war, but most of the effort to develop and produce weapons became increasingly concentrated in the hands of defense contractors who were flexible in structure and could attract better technical talent because of being able to offer higher salaries than the civil service schedule. The FFRDCs and similar organizations became the government’s check on the contractors because of their higher status (many were affiliated with universities), competitive salaries, and independence [59].

Through agencies such as the Office of Naval Research, the Department of Defense pioneered federal support of academic science. This support helped place U.S. universities at the top of the international rankings in science and engineering. The allocations that favored a few universities on both coasts of the United States were the source of concern for congressmen and senators from other regions who thought correctly that their institutions would not share in the largesse offered by the Department of Defense [60]. Military claims about the need to use the most qualified researchers allowed for the concentration of defense agency research investments in just a handful of East Coast and West Coast elite institutions. Over time, however, the normal geographic equity pressures built into democratic politics led to the enactment of programs in the National Science Foundation and other civilian agencies to assist less endowed regions by earmarking laboratory construction and research support to develop new science and engineering capabilities. Moreover, defense contractors seeking to ensure strong congressional interest in their projects tended to favor states in these regions for the location of development and production facilities.

Even after the end of the cold war, America has maintained high levels of defense expenditures. Much more than any ally or rival, the United States emphasizes investment in advanced military technologies in its defense strategy. Consider that total U.S. defense expenditures are essentially equal that of the rest of world combined, but total U.S. defense research and development expenditures are several times larger than the rest of the world’s total. And this level of research and development investment has been near constant for more than a half century. Although the use of off-the-shelf technology, applying commercial advances, is increasingly significant in warfare, the military advantages the United States has acquired through emphasizing defense research and development are difficult to negate [61].

Continuing privatization, encouraged on a bipartisan basis since the end of the cold war, however, has created rather inflexible dependencies. The government has lost much of its technical and management capabilities for building complex systems to private contractors, which are in turn nearly totally dependent upon the government for their revenues. The checks and balances that FFRDCs and similar organizations provided weaken as public management weakens. The dependencies are most visible in the creation of Lead System Integrators, contractors managing networks of other contractors and being responsible for nearly all aspects of program design and acquisition for several major public programs, which isolates research and development planning efforts almost totally from the broad societal concerns advocated by science policy planners and intertwines it instead with private interests. Lockheed Martin or Boeing, or some partnership between them, becomes the manager of big chunks of public research and development activities [62].

Health care research also has a powerful draw on federal funds. We are as individuals all time limited in a fundamental sense for death will do us part. Through some combination of our genes, our bad habits and misjudgments, and/or the actions of others, we will discover the precise limit that awaits us. Our relatively affluent and increasingly democratic government responds with more and more investments in medical and related research to our obvious unwillingness to accept our fate, seeking both to extend our time and make it as pain free and unencumbered as possible. There is essentially no definable limit to these investments. Like in defense, technology promises victory in our quest, but unlike in defense, it cannot deliver. The truth notwithstanding, we cannot resist the promise.

Spending on medical research is politically buttressed in several ways. One way is through the pressure for national health insurance. Americans have been debating the structure of their national health care system for nearly a century. The debate became more intense after the Second World War, when Democrats sought to enact a national health insurance scheme as the unfinished element in a social welfare agenda that President Franklin Delano Roosevelt had offered during the Great Depression. To defuse the political pressure that had been building for such a scheme, Republicans pressed for increased allocations to the budget of the National Institutes of Health based on the argument that medical research was the best insurance scheme of them all. Better knowledge of the causes and cures for disease would be better than more money for inadequate treatments [63]. Ever since then the major political parties have competed to provide increased resources for medical research as a demonstration of their party’s better stewardship of the nation’s health.

Geography also works to advantage medical research. Medical schools have a large research focus not unlike the nation’s research universities to which many are affiliated, but unlike the research universities, high‑quality medical schools are spread relatively evenly with the population across the nation. High‑quality medical schools are not concentrated in the Northeast or on the West Coast. Rather, they tend to closely follow the distribution of the population, because both physician training and medical research need what is euphemistically called “clinical material,” patients well, ill, and dying. State legislatures easily are persuaded to support local medical training in the hope of gaining quality medical care locally. Medical research is viewed as a marker for quality, thus the marketing advantage of teaching hospitals with large specialty research and training programs.

A third political impetus for medical research funding is the lobbying efforts of disease advocacy groups that seek special recognition and increased funding for work that appears focused on their affliction. Congressional appropriations for medical research are made by disease or patient category rather than by scientific discipline. The political judgment is that the crusade to conquer breast cancer or AIDS deserves more support, not the promise of immunology or endocrinology. Despite the perhaps perfunctory protest of research managers, the National Institutes of Health has dozens of institutes and centers devoted to one special cause or another, with more being continually added [64]. Public fears likely increase overall support for medical research by ensuring a continuing contest for preferred attention among disease and victims. The stealthy redirection of the funds for actual scientific progress becomes the prime task of medical research managers [64].

The politicization of science has a fourth front—what is often called regulatory science, the effort to ensure the safety and efficacy of products. The government that once worried about the safety of steam boilers now worries about the safety of automobiles and electrical transmissions networks. We require tests of drugs to see if they work as promised and examine workplaces to determine if hazardous materials are properly used and stored. Behind this and much more, regulation is a large research effort that is partially mandated and partially the result of legal prudence to avoid product safety suits.

Regulatory science is problematic because it is often very difficult to describe the exposures and risks involved. Substances that are toxic at high levels of exposure may require exposure beyond certain threshold levels to have health implications. It is difficult to develop accurate models. What is toxic for one species may be harmless for another. What kills laboratory mice may not kill laboratory rats. Impacts may involve long gestation periods. Individual lifetime exposure levels may be very hard to measure, especially for substances that appear in low doses. Scientists chip away at these problems but never fast enough for regulators who are required at times to make society‑affecting decisions with the limited evidence at hand.

Given the significant economic and ideological interests involved, the temptation is to claim that the science supports what are necessarily political judgments. Limited evidence means wide regulatory discretion that becomes politically palatable only through exaggeration or politicization. Consider sidestream smoking, for example. The overwhelming evidence that cigarette smoking causes high mortality and morbidity, publicized by public health officials, produced major reductions in smoking among Americans, reducing adult levels of smoking from nearly 50 percent in the 1950s to the low 30s in the 1980s. The remaining smokers were apparently undeterred. Public health officials then began promoting studies that seemed to show that nonsmokers, especially spouses and children of smokers, had adverse health effects from their exposure to sidestream smoke, creating further pressure on smokers to quit and greater regulatory opportunity to force them to do so. Nonsmokers, fearing the risks, have supported widespread bans on smoking in public. Smoking dropped to around 20 percent of the adult population and recruited fewer and fewer teenagers. It still remained difficult to measure exposure level or health effects of sidestream smoking, but few scientists dare object [65-67]. Parallels exist with the regulation of asbestos, lead, some food additives, and various pesticides [68].

Globalization, Fragmentation, and the Role of Government

Political economists argue that globalization has fundamentally altered the ways in which governments must approach S&T policy. Much like the sociological approach discussed in Chapter 2, these scholars are concerned with power and institutions; but political scientists tend to focus on institutions (and policies) with more formal structures than those considered by sociologists, such as the institutions that comprise a nation’s strategy for economic development. Interestingly, they tend to agree with sociologists that networks play a major role in determining S&T success. Also, contrary to the conventional wisdom that ever‑larger international markets are shrinking government options, they find that globalization has instead increased policy choices by fragmenting production processes (aka the supply‑chain or value-chain) into dozens of pieces for any given industry or even a product line. Hence, nations seeking to compete in high‑technology production must choose not only which industry but also which entry point on which to compete 
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. Therefore, governments must alter their traditional top-down approach toward S&T and instead coordinate with other S&T relevant actors to customize policy with an eye toward selecting which kinds of activities their firms will compete on, not which industries.

Globalization can be defined as the “increasingly freer movement of goods, services, labor, capital, [and information] across borders, towards a single market in inputs and outputs” [73]. Science and technology have enabled globalization, but politics and competition drive it. During the 1990s, both proponents and critics argued that globalization severely weakened government’s ability to make effective S&T, or any, policies. They hypothesized that competitive market forces would drive governments out of the business of managing their own economies, or at least narrow the policy choices available to them. Indeed, even in the government’s traditional sphere of defense, civilian science and technology seemed to be taking the lead [61]. Proponents cheered these developments, arguing that economic actors were now forced to embrace innovation in order to compete. Critics decried the freer reign being taken by large Western corporations to dominate the production of new science and technology, against whom small, new, or developing innovators could never compete.

However, recent research in political economy has shown that neither scenario is occurring 
 ADDIN EN.CITE 

[7, 71, 74]
. Globalization is changing the role of government in science and technology and is increasing, not diminishing or constraining, its choices. Nor can nations performing at the technological frontier comfortably assume away competitive threats from new innovators in developing or small countries. Globalization has radically transformed national approaches toward science and technology by fragmenting industrial production. Countries, and even subnational regions, now specialize not in particular high-tech industries but in particular stages of high-tech production [75]. New product innovations are now sourced globally, allowing firms and policymakers to choose which mode of innovation will provide them with the greatest competitive advantage.

Take, for example, Apple’s iPhone. Its central processors and video chips are manufactured by Samsung in Singapore, where the German firm Infineon also produces the iPhone’s communication hardware. Meanwhile, much of the iPhone circuitry is designed and manufactured by several companies in Taiwan, where its digital camera hardware is also produced. U.S. firms domestically produce the touch‑screen controllers and 802.11 wireless specific parts, while manufacturers in Japan and Germany provide further touch‑screen and base‑band technologies. Finally, Apple’s facility in Shenzhen, China, handles assembly, inventory, packing, and shipping [76, 77].

The role of government has therefore changed. During the previous century, successful science and technology policy often meant one of two approaches: one for developing countries and another for lead innovators. For developing countries, it meant patriarchal technocrats picking winners in the style of Japan’s technological miracle. This “catch-up” path was fairly straightforward: first, imitation of basic Western manufacturing products and processes, followed by the use of economies of scope and scale to slowly climb up the value chain. The key policy prescriptions were heavy S&T education, subsidized finance, reverse engineering, joint ventures, technology licensing, inward FDI, and, above all, export orientation [78-80]. However, this policy strategy assumed an economy of vertically integrated industries producing a relatively stable set of products, preferably located in the same country, if not the same metropolitan area. Globalization has changed this dynamic.

Instead, in order to succeed at science and technology, governments in developing countries must now act more like management consultants. They must become more adaptable, acting as needed to facilitate long-term commitments to high-technology industries, not as custodians or commanders. On the one hand, this means that successful S&T policymakers in the developing world must be willing to delegate increasing degrees of decision-making power to industry as it grows and matures. On the other hand, state action is still necessary. As Breznitz puts it “states . . . should not wait idly hoping that the miraculous power of the market will throw some economic growth their way” [7]. Specifically, the state must foster national capacities in financial and human capital, not just in S&T but also among the technocrats who devise and implement policy.

For lead innovating nations, during the past century the keys to successful science and high-tech were either defense innovation or civilian national champions. In the United States, national security concerns motivated massive R&D investments, which laid the foundations for the American aircraft, digital computer, software, telecommunications, and satellite industries, to name but a few. Some technologies were driven forward for military reasons and then later realized substantial commercial applications. In other cases, the military was a useful justification to win resources for R&D that was essentially commercial or academic in focus. Meanwhile, in Europe and Japan, companies such as Airbus, Mitsubishi, and Siemens endured as high-tech competitors under the aegis of government largesse and protection 
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[81-86]
.

But tendencies toward pork-barrel politics, technological monopolies, and national control of particular global S&T markets now threaten  twentieth‑century policy strategies. Therefore, in order to maintain their nations at the technological frontier, political scientists argue that policymakers in advanced countries must foster technological modularity: the ability of different technologies to interoperate with each other (like Lego blocks), regardless of their manufacturer, internal structure, or capabilities [87]. Modularity encourages innovation in individual technologies (e.g., cell phones, computers, software) without the natural tendency toward monopoly control and the stagnation that attends it. Modularity reinforces competition, but it also demands rules that balance globalization efficiencies with legitimate domestic preferences. Hence, both domestic commercial and international trade policy should foster localism, pluralism, and diversity, as long as interoperability with national and global technical infrastructures is maintained. The emphasis here is on flexibility and allowance for hybrid solutions. Finally, a focus on promoting modularity requires that policymakers focus on strengthening technological infrastructure (e.g., computer networks, genetic libraries, electrical grids) and enhancing ubiquity of access.

A further consensus among many political economists is that for the United States to have a high-tech entrepreneurial society, policymakers need go beyond S&T policy and engineer broader political-economic conditions [88]. First, policymakers must establish low barriers to entry and exit for firms. This requires a strong and stable financial system in order to provide investment capital to new firms. But it also requires flexible labor markets, since new high‑technology firms cannot survive long if the capital and S&T labor they need are tied up in obsolete sectors supported by political benefactors. In other words, freedom to succeed is conditional on freedom to fail. Second, institutions must reward high-tech entrepreneurial activity and discourage nonproductive entrepreneurship, or rent seeking (i.e., criminal behavior, frivolous litigation, lobbying, and political transfers). This means designing policies and institutions that will reduce the “losers” to technological change by either preventing, coercing, or compensating them. Third, there must be incentives for the technological “winners” to keep innovating—low barriers to entry, openness to foreign competition, a competitive market system at home, and strong anti-trust laws. Otherwise, today’s innovative victors merely mature to become tomorrow’s innovation‑resistant losers.

Finally, historical experience suggests that politicians and policymakers need to support an environment that blends larger firms and small entrepreneurial companies. Larger firms have consistently demonstrated their ability to replicate, refine, and mass-produce inventions, but they can be stultifying and run out of ideas over time (often due to labor resistance). Moreover, large firms have historically not excelled at producing the radical innovations that create new high-tech industries. Rather, this appears to be the competitive advantage of small entrepreneurial companies, which have a history of producing radical innovations with huge positive externalities [88].

Conclusions

Throughout this volume, practitioners and scholars alike look forward to the day when SOSP scholarship will aid in the design of policies by which investments in scientific research and technological development can produce broad societal advances. Ironically, the efforts to implement such S&T policies will likely be opposed by significant numbers of scientists and engineers who surely recognize that the decentralized, interest-driven, mission-based system that currently generates most of the funds for government‑sponsored research in the United States is quite generous.

To be sure, there are prices to pay for this support. Failing industries gain more attention than some might want. Defense‑related topics are especially well funded. Medical researchers link their work to specific diseases, even when links are remote. Threats of all types, from foreign challenges to the wrath of nature for our wasteful ways, are exaggerated and converted into support for more research and laboratory equipment. And the truth is not always told, especially when it contradicts positions popular with influential groups. But without the costs, the benefits likely would be smaller than they are today.

Even basic research, which feeds on our desire to learn the fundamental principles of our existence, claims the cloak of the practical. The National Science Foundation now promises national prosperity and did best in terms of budget growth in the national response to Sputnik [60]. The Department of Energy supports physicists who hint about the possible path to the next bomb when they seek the funds to construct a new physics machine and climatologists who warn darkly about the need for changes in energy consumption as they attempt to build ever‑more accurate models of climate effects. And as we pointed out, the National Institutes of Health is cluttered with special programs for this or that cause, despite the common desire to advance basic knowledge.

Science policy specialists want also to serve national missions. The science they want to develop is intended to be more productive, offering efficient investments in the advancement of science and technology for society’s benefit. With careful analysis, we can learn about ways to simulate best the pace and direction of new knowledge. We can reap collectively the results of the long‑term investment in science.

But more likely scientists themselves will prefer to gain their money the old‑fashioned way. The scares about Soviet nuclear weapons buildups, Japan’s competition, energy shortages, and the rise of China got those billions. What about the global warming crisis, the aging of America, the rise of India, and our continuing decline in manufacturing? Surely a fearful patron is a generous one. We are always on some edge [89]. Thus while SOSP analysis may proceed briskly, the practical applications of a science of science policy may be slow to be adopted and at times stoutly opposed.
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Notes
� Add to policing the commons the fact that the United States provides greatly disproportionate to the global research investment in defense, medical, and environmental research.


� For example, Robert Moses, the designer of New York’s expressways and state parks, deliberately used bridge, road, and even pool design to restrict usage by poor and lower-middle class families, especially African Americans.  The battles over birth control technologies might also be appropriate here.


� See, for example, Ruth Schwartz Cowan, More Work for Mother Basic Books, 1983).


� Or, in the language of economics, it is neither Pareto superior nor Pareto optimal.


� For example, many of those interest groups most affected by the AIDS threat (blood banks, gays, hemophiliacs) ironically sought to impede the innovation and diffusion of HIV-safe blood products and HIV tests. 


� To be exact, mobile actors would switch to new technology that had a higher rate of return on investment than the existing technology.


� Entergy Corporation is a New Orleans-based firm, involved in electric power production, which owns and operates ten U.S. nuclear power plants. It is one of the largest generators of nuclear power in the Western Hemisphere.


� Barry Posen likes to call the change the “Thorough Exploitation of Science and Technology (TEST).”


� Sapolsky, 
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